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1 Propositions

In the discussions that follow, we will assume summation over repeated indices, i
and j, following Einstein summation convention.

Proposition 1. Let C = (U,φ) be a coordinate chart on a open subset U of a D-
dimensional manifold, Ω with coordinate variables u1,u2, · · · ,uD. Suppose U is
Riemannian everywhere, equipped with a metric η (which is assume to be non-
singular everywhere - i.e. η•• is positive definite), and the geodesic connecting any
two points in U lies entirely in U.

Let d :RD×RD→R be the distance function in U ⊆Ω in terms of the coordinate
chart C (i.e. d(q,w), for q,w ∈ Img(φ) ⊆ RD, is the length of the shortest path
connecting φ−1(q) and φ−1(w) in U ⊆Ω .). Suppose inside Img(φ), the distance d is
induced by the Riemannian metric η , is smooth everywhere, and suppose there exists
an unique geodesic of length d(q,w) connecting any two points q,w ∈ Img(φ).

Then the following is true for every q,w ∈ Img(φ) ⊆ RD and every coordinate
chart, C, defined on U (Figure 1(a)),[

∂

∂u
d(q,u)

∣∣∣∣
u=w

]
i
≡ ∂

∂ui d(q,u)
∣∣∣∣
u=w

=
ηi j(w) z j

qw√
ηmn(w) zm

qwzn
qw

where, zqw = [z1
qw,z

2
qw, · · · ,zD

qw]
T is a normalized coefficient vector of the tangent

vector at w to the shortest geodesic connecting q to w, and by
[

∂ f
∂u

]
i

we mean the

ith component of
[

∂ f
∂u1 ,

∂ f
∂u2 , · · · , ∂ f

∂uD

]
.
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(a) Illustration for Proposition 1. It es-
tablishes a relation between the tangent
to the geodesic γ∗qw at w, and the normal
to the surface {u|g(u) = g(w)} at w.
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(b) Illustration in a simple non-Euclidean, anisotropic
metric. Note that the normal to the ellipse is not par-
allel to the tangent to the geodesic, zwq. It is how-
ever parallel to the cotangent, z∗wq, with coefficients
z∗j,qw = ηi j(w) z j

qw.

Fig. 1 Relationship between tangent to a geodesic and the derivative of the distance function.

Proof. For notational convenience, let us define g(u) := d(q,u), ∀u ∈ Img(φ).

Consider g as a function from RD to R+ with an unique minima at q. Let γqw rep-
resents any arbitrary curve in Img(φ)⊆ RD connecting q to w. By the fundamental
theorem of calculus and using the fact that g(q) = 0, we have,

I(γqw) := g(w) =
∫

γqw

∂

∂u
g(u) · du ≡

∫
γqw

∂g(u)
∂ui dui (1)

where, [ du1, du2, · · · , duD] is the coefficient vector (in chart C) of an infinitesimal
element along the tangent to the curve.

Now, the length of the curve γqw is given by

L(γqw) :=
∫

γqw

√
ηi j(u) dui du j (2)

By definition, the value of L(γqw) is minimum when γqw is the shortest geodesic
(which is unique by hypothesis – call it γ∗qw) connecting q and w, and the minimum
value is clearly g(w) (by definition of g). Thus,

L(γqw) ≥ I(γqw) [= g(w), a const. independent of γqw] ,
equality holds when γqw = γ∗qw

(3)

Now, consider a family of infinitesimal elements of RD represented by the coef-
ficient vector du = [ du1, du2, · · · , duD]T located at an arbitrary point u ∈ Img(φ)
such that u+ du lies inside Img(φ). From the triangle inequality of d (since it is
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induced by a Riemannian metric) we have,

d(q,u+ du) ≤ d(q,u)+d(u,u+ du)

=⇒ d(q,u+ du)−d(q,u) ≤ d(u,u+ du)

=⇒ ∂

∂u
g(u)

∣∣∣∣
u
· du ≤

√
ηi j(u) dui du j

=⇒ ∂g(u)
∂ui

dui ≤
√

ηi j(u) dui du j =
ηi j(u) dui du j√
ηmn(u) dum dun

(4)

Equality of the triangle inequality in (4) of course holds when u lies on the geodesic
connecting q and u+ du.

Now consider a curve γ ′qw (connecting q and w) with infinitesimal elements du
along the tangents to the curve. If there exists at least one point along that curve on
which the inequality in (4) is not an equality, then the integrals of the quantities on
the two sides of the inequality will not be equal. That is, for such a curve we will
have I(γ ′qw)< L(γ ′qw).

But we know that there does exist a curve, γ∗qw, such that I(γ∗qw) = L(γ∗qw) does
hold. Thus, for that curve it should be true that at each and every point of the curve
the equality of (4) holds true. Thus we have essentially shown that for the geodesic,
γ∗qw, at each and every point of the curve the following holds

∂g(u)
∂ui

dui =
ηi j(u) dui du j√
ηmn(u) dum dun

where du are of course infinitesimal elements at u along the tangent to γ∗qw.
One can normalize by dividing by ‖ du‖2 to obtain

∂g(u)
∂ui

zi
qu =

ηi j(u)zi
quz j

qu√
ηmn(u) zm

quzn
qu

(5)

where zi
qu is the ith component of the tangent vector at u to the geodesic connecting q

to u, which due to our assumption is unique. We note that the right-hand-side of the
above equation represents a scalar field (call it S). Also, zi

qu (which are functions of
u) represent the coefficients of a contravariant vector field in (U−q). Thus, writing
Xi for ∂g(u)

∂ui
, one can rewrite Equation (5) as

Xizi
qu = S(u) (6)

where we need to solve for the coefficients Xi(u) := ∂g(u)
∂ui

. Of course a particular
solution is

X0,i(u) =
ηi j(u)z j

qu√
ηmn(u) zm

quzn
qu

(7)
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These coefficients clearly transform as coefficients of a covariant vector field. More-
over, the contravariant vector field corresponding to this covariant field (i.e. the vec-
tors with coefficients X0,i =η i jX0, j) is parallel to zi

qu. From this we can infer that the
solution mentioned in (7) is the only solution of (6) that transforms as coefficients
of a covariant vector field (This is because of the following: Every covariant trans-
formation of Xi corresponds to an unique contravariant transformation of X i. Again,
the general solutions of X i need to be such that ηi jzi

quX j = ηi jzi
quX0, j = βηi jzi

quz j
qu

for some scalar field β . This needs to be true in every coordinate chart. Due to posi-
tive definiteness of η••, this is possible only with X j parallel to z j

qu, which also fixes
the scalar multiple β since we have the known scalar field, S. ).

Thus we have
∂g(u)

∂ui
=

ηi j(u)z j
qu√

ηmn(u) zm
quzn

qu

(8)

Thus, by specializing for u = w, we obtain the proposed result. ut

If we define g(u) := d(q,u), ∀u ∈ Img(φ) (i.e., g(w) is the length of the shortest
geodesic connecting q to w), the statement of the proposition essentially implies
that the normals to the constant g surfaces in RD are parallel to the cotangents to
the geodesics. This is illustrated in Figure 1(a). The statement of the proposition
essentially expresses the gradient of the distance function d (with respect to one of
its arguments) in terms of the tangent to the geodesic connecting two points.

Examples:

1. We note that when the metric is Euclidean in the given chart (i.e. ηi j = δi j ev-
erywhere as was the case in [2]), the result of the proposition simply reduces
to ∂

∂ui d(q,u)
∣∣∣
u=w

= zi
qw. This is no surprise since we know that the vector

∂

∂u d(q,u)
∣∣∣
u=w

is essentially an unit normal to the sphere with center q (which

is the surface of constant d(q,u)) at the point u = w, which is well-known to be
parallel to the straight line connecting q to w (a radial line of the sphere).

2. If the metric is locally isotropic in the given chart (i.e. if the matrix representation
of the metric is a multiple of the identity matrix at every point), and can be written
as ηi j(q) = ζ (q)δi j for some ζ : RD → R, then the result of the proposition

reduces to ∂

∂u d(q,u)
∣∣∣
u=w

=
√

ζ (w) zT
qw (where, zT

qw = [z1
qw,z

2
qw, · · · ,zD

qw] is the
transpose of the coefficient vector, zqw, of the tangent to the geodesic).

3. Finally, we consider a simple, yet nontrivial, example of a non-Euclidean, anisotropic

metric. Consider the metric η•• =

[
1 0
0 4

]
. Since the Christoffel symbols van-

ish in this coordinate chart, one can infer from the geodesic equation that the
geodesics are essentially represented by straight lines when plotted with ui as
orthogonal axes (Figure 1(b)). However, the curves of constant distance from q
become ellipses centered at q and with aspect ratio of 2. Now consider the point
w = q+ [1,1]T . A direct computation of the normal at this point to the ellipse,
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(u1−q1)2/4+(u2−q2)2 = c, passing through this point, reveals the coefficient
co-vector of ∂

∂u d(q,u)
∣∣∣
u=w

to be parallel to [ 1
2 ,2]. However, the coefficient vec-

tor of the tangent to the geodesic is zqw = [ 1√
2
, 1√

2
]T . This gives the following:√

ηmn(w) zm
qwzn

qw =
√

5
2 , z1,qw = ∑ j η1 j z j

qw = 1√
2
, z2,qw = ∑ j η2 j z j

qw = 2
√

2.

Thus, the coefficient co-vector of z∗qw is parallel to [ 1√
2
,2
√

2]. This indeed is par-

allel to [ 1
2 ,2]. The exact computation of the scalar multiple will require a more

careful computation of ∂

∂u d(q,u).

Corollary 1. Let C = (V,ψ) be a coordinate chart on a open subset V of a D-
dimensional manifold, Ω . Let d : RD×RD → R be the distance function on V in
terms of the coordinate chart C (i.e. d(q,w), for q,w ∈ Img(ψ) ⊆ RD, is the dis-
tance between ψ−1(q) and ψ−1(w) in V ⊆Ω ).

We are given q0,w0 ∈ Img(ψ)⊆ RD. Suppose there exists a open neighborhood
Bw0 ⊆ RD of w0 (Figure 2(a)) such that,

a. g(·) := d(q0, ·) is smooth everywhere in Bw0 ,
b. The distance function restricted to Bw0 ×Bw0 is induced by a Riemannian met-

ric, η (non-singular), such that for any two u,v ∈Bw0 , there is an unique short-
est geodesic γuv of length d(u,v).

c. A shortest path (of length d(q0,w0)) is defined between q0 and w0, such that the
part of the shortest path connecting q0 and w0 that lies inside Bw0 is unique,

Then the following holds,[
∂

∂u
d(q0,u)

∣∣∣∣
u=w0

]
i

≡ ∂

∂ui d(q0,u)
∣∣∣∣
u=w0

=
ηi j(w0) z j

q0w0√
ηmn(w0) zm

q0w0
zn

q0w0

Note that the derivative ∂

∂u d(q0,u)
∣∣∣
u=w0

is defined due to assumption ‘a.’, and the

tangent zq0w0 exists due to assumptions ‘b.’ and ‘c.’.

Proof. Consider a shortest path γ∗q0w0
connecting q0 and w0. Let q1(6= w0) be a

point on this path (between q0 and w0) that lies inside Bw0 (which we can always
find since Bw0 is open).

From the very definition of shortest path we have γ∗q0w0
= γ∗q0q1

∪ γ∗q1w0
, for some

shortest path, γ∗q0q1
, connecting q0 and q1, and the shortest geodesic, γ∗q1w0

, connect-
ing q1 and w0 (which is unique by assumption ‘b.’). Thus it follows that,

zq0w0 = zq1w0 (9)

Again, by triangle inequality, for any u ∈Bw0
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q0

q1

w0
ψ(V)

Bw0

(a) Illustration for Corollary 1.
Much of the pathologies outside
Bw0 do not effect the result of
Proposition 1 holding for q0 and w0.

q0

w0

z*
q0w0{ u | g(u) = g(w0) }

v

(b) The simplest example is that of
a space that is equipped with Eu-
clidean metric everywhere, but is
punctured by a polygonal obstacles.
This was the case considered in [2].

q0

w0

z*
q0w0{ u | g(u) = g(w0) }

x

y

θ

(c) A more interesting case is that
of involutes generated in locally Eu-
clidean space using the boundaries of
arbitrary obstacles as the generating
curves.

(x, y)

Y

X1

Manhattan

Euclidean

q0

w0

α

2

v

(d) An example involving Manhattan
and Euclidean metrics in two differ-
ent regions. The distance function be-
tween points lying in the two differ-
ent regions is given by d(q0,w0) =
minv (dman(q0,v)+deu(v,w0)), where v
is a point lying on the boundary of the
two regions.

Fig. 2 Corollary 1 and examples validating it.

d(q0,u) ≤ d(q0,q1)+d(q1,u)
⇒ g(u) ≤ h(u) (10)

where h(u) := d(q0,q1)+d(q1,u) and g(u) := d(q0,u).
However, equality does hold when q0, q1 and u lie on the same shortest path. This, in
particular, is true when u = w0 (due to our choice of q1). Now, by our assumptions,
both g and h are smooth at w0 (assumptions ‘a.’ and ‘b.’ respectively). Thus we have
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g(u) ≤ h(u), and at u = w0 they satisfy equality and are smooth. This implies the
derivatives of the functions at w0 should be same,

∂

∂u
g(u)

∣∣∣∣
u=w0

=
∂

∂u
h(u)

∣∣∣∣
u=w0

⇒ ∂

∂u
d(q0,u)

∣∣∣∣
u=w0

=
∂

∂u
d(q1,u)

∣∣∣∣
u=w0

(11)

Now, Bw0 satisfies the conditions for U in Proposition 1, and q1 and w0 are
points inside it. Thus by Proposition 1,

∂

∂ui d(q1,u)
∣∣∣∣
u=w0

=
ηi j(w0) z j

q1w0√
ηmn(w0) zm

q1w0
zn

q1w0

(12)

Substituting from (9) and (11) into (12) we obtain the proposed result. ut

The statement of this Corollary is a significant generalization of Proposition 1.
Here we make assumption of a Riemannian metric only in the neighborhood of w0
(Figure 2(a)). This will enable us to use the result for locally Riemannian manifolds
with pathologies outside local neighborhoods (e.g. boundaries/holes/punctures/obstacles
– the kind of spaces we are most interested in), as well as opens up possibilities for
more general metric spaces that may not be Riemannian outside Bw0 (e.g. Manhat-
tan metric in M ⊂Ω , Riemannian metric elsewhere).

Examples:

1. The simplest example is that of a space that is locally Euclidean (i.e. equipped
with a Euclidean metric everywhere), but is punctured by polygonal obstacles
(Figure 2(b)). Due to the ‘pointedness’ of the obstacles, the constant-g manifolds
are essentially circular arcs centered at q0 or a vertex v of a polygon. Thus, as
illustrated by Figure 2(b), the normals to the arcs are parallel to the tangent to the
segment joining v to w0.

2. A little less trivial example occurs when the obstacles are not polygonal. Then
the statement of the corollary essentially reduces to the assertion that the normal
at any point on an involute [1] is parallel to the ‘taut string’, the end of which
traces the involute – and this is true irrespective of the curve used to generate the
involute. While the statement has an obvious intuitive explanation by considering
the possible directions of motion of the end of the taut string, we provide an
explicit computation for an involute created using a circle (Figure 2(c)). Consider
a taut string unwrapping off a circle of radius r (starting from θ = 0 when it
is completely wrapped). Thus, when the string has unwrapped by an angle θ ,
the string points at a direction [sin(θ),−cos(θ)]T . Now, it is easy to verify that
the involute is described by the parametric curve x = r(cos(θ)+ θ sin(θ)),y =

r(sin(θ)− θ cos(θ)). Thus we have dx
dθ

= θ cos(θ), dy
dθ

= θ sin(θ). Thus the
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normal to the involute pointing in the direction [ dy
dθ
,− dx

dθ
] is indeed parallel to

the direction in which the string points.
3. The last example that we will illustrate involves a mixture of Manhattan distance

(in a particular given coordinate chart) and Euclidean metric. Consider the case
in Figure 2(d), where in the given coordinate chart q0 is the origin, (0,0). For any
two points inside the half-plane M = {(x,y)|2x+ y < 2}, the distance function
is the Manhatan distance. Outside M it is induced by Euclidean metric. It is to
be noted that although the distance function is defined in M , geodesics are not
uniquely defined. Let us consider the point w0 = (x,y) outside M (so that there
exists a Bw0 as required by Corollary 1). The distance is given by d(q0,w0) =

minα∈R

(
α +2(1−α)+

√
(x−α)2 +(y−2(1−α))2

)
. Denoting the quantity

inside ‘min’ by f (α), and by solving ∂ f
∂α

= 0, one obtains the unique solution
α =(4x−3y+6)/10. This gives d(q0,w0)= (3x+4y+12)/5. Thus, the normals
to the constant-d surfaces are parallel to [3/5,4/5]. Again, the segments vw0 have
tangent pointing in the direction [x−α,y−2(1−α)]T = [(6x+3y−6)/10,(8x+
4y−8)/10]T . Thus we see that they are indeed parallel.
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Appendix: Algorithm for Tessellation and Control Computation

Recall the continuous-time control law, uk =−κ
∫

Vk
d(q,pk)

ηi j(pk) z j
qpk√

ηmn(pk) zm
qpk zn

qpk
φ(q) dq

Thus we propose the following algorithm,{
τ,{p′k}

}
= Tessellation and Control Computation (G,{pk},{Rk},φ)

Inputs: a. Graph G (with vertex set V (G), edge set E (G)⊆ V (G)×V (G),
and cost function CG : E (G)→ R+)

b. Agent locations pk ∈ V (G), k = 1,2, · · · ,N
c. Agent weight Rk ∈ R+, k = 1,2, · · · ,N
d. Discretized weight/density function φ : V (G)→ R
e. The metric tensor η : C → RD×D

Outputs: a. The tessellation map τ : V (G)→{1,2, · · · ,N}
b. The next position of each robot, p′k ∈NG(pk), k = 1,2, · · · ,N

1 Initiate g: Set g(v) := ∞, for all v ∈ V (G) // Shortest distances
2 Initiate ρ: Set ρ(v) := ∞, ∀v ∈ V (G) // Power distances
3 Initiate τ: Set τ(v) :=−1, ∀v ∈ V (G) // Tessellation
4 Initiate ν : Set ν(v) := /0, ∀v ∈ V (G) // Pointer to robot neighbor. ν : V (G)→ V (G)
5 for each ({k ∈ {1,2, · · · ,N}})
6 Set g(pk) = 0
7 Set ρ(pk) =−R2

k
8 Set τ(pk) = k
9 Set Ik := 0 // The control integral (negative of gradient of H̃ ). Ik,0 ∈ TC

10 for each ({q ∈NG(pk)}) // For each neighbor of pk
11 Set ν(q) = q
12 Set Q := V (G) // Set of un-expanded nodes
13 while (Q 6= /0)
14 q := argminq′∈Q ρ(q′) // Maintained by a heap data-structure.
15 if (g(q) == ∞)
16 break
17 Set Q = Q−q // Remove q from Q
18 Set l := τ(q)
19 Set s := ν(q)
20 if (s != /0) // Equivalently, q /∈ {pk}k=1,2,...,N

21 Set z = P(s)−P(pl )
‖P(s)−P(pl )‖2

// Unit tangent vector
21 Set M = η(P(pl)) // Metric tensor at pl as a matrix
21 Set Il += g(q)× Mz√

zTMz
×φ(q)×

√
detM // Negative of integral in gradient of H̃

22 for each ({w ∈NG(q)}) // For each neighbor of q
23 Set g′ := g(q)+CG([q,w])
24 Set ρ ′ := PowerDist(g′,Rl)
25 if (ρ ′ < ρ(w))
26 Set g(w) = g′

27 Set ρ(w) = ρ ′

28 Set τ(w) = l
29 if (s != /0) // Equivalently, q /∈ {pk}
30 Set ν(w) = s
31 for each ({k ∈ {1,2, · · · ,N}})
32 Set p′k := argmaxu∈NG(pk)

P(u)−P(pk)
‖P(u)−P(pk)‖2

· Ik // Choose action best aligned along Ik.
33 return

{
τ,{p′k}

}
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where, C is the configuration space and TC is the action space of each robot (gen-
erally the tangent space - a normed vector space, assumed to be the same for all
robots). Typically, TC = RD. Also, the function P : V (G)→ C is such that P(q)
gives the coordinate of the vertex at q. Thus, P(pk) = pk and P(q) = q in relation
to Equation (??). In an uniform discretization setting we take φ(q) = α φ(P(q)) for
an arbitrary positive constant α representing the ‘area’ of each discretized cell.
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